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What is a Relation?
● A relation is a property that exists between two entities
● An entity is a thing with distinct and independent existence


– Bill Murray, Isaac Asimov, Batman, Music, Ethics, Reading, Burrito, …  


– per_title(Juanita Millender-McDonald,  


               house representative)


● And they exist in text:


“Juanita Millender-McDonald, a seven-term house representative from 
southern California, died early Sunday of cancer. She was 68.” 


Known as a relation mention
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What is a Relation?


A relation is a property that exists between two entities


An entity is a thing with distinct and independent existence


Bill Murray, Isaac Asimov, Batman, Music, Ethics, Reading, Burrito, …  


per_title(Juanita Millender-McDonald,  


               house representative)


● And they exist in text*:


“Juanita Millender-McDonald, a seven-term house representative 
from southern California, died early Sunday of cancer. She was 68.” 


       * Known as a relation mention
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What is a Knowledge Base?


● An organized collection of factual information


Concepts range from utterly abstract to 
mundane to specific and detailed


Usually expressed as entities and relations 
between entities
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What is a Knowledge Base?


An organized collection of factual information


Concepts range from utterly abstract to 
mundane to specific and detailed


Usually expressed as entities and relations 
between entities


● Implemented as a database


– Graph databases are popular choices


– Key-value store works too
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Existing Knowledge Bases


Read the Web
Research Project at Carnegie Mellon University







  


Existing Knowledge Bases


Read the Web
Research Project at Carnegie Mellon University







  







  


Predecessor to this Talk


CMU-CS-14-128


Relation Extraction using Distant Supervision, 
SVMs, and Probabilistic First Order Logic


Malcolm W. Greaves


May 2014


M.S. Thesis







  


What's New?







  


What's New?
Rewriting the sprawling, crazed-graduate student “I need to get 


these results so I can go to bed”, codebase 


No longer a tangled mess of Bash, Python, Scala, two different 
Java projects, a C project, notes that existed across dozens of text 


files…. etc.


Now a pure Scala project that is designed to work both locally and 
on Spark
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The Science, Architecture, and 
Purpose are the same







  


The Implementation is New,
with a focus on scaling to larger data 


than the original
This re-write is ongoing, but has made 


substantial progress
https://github.com/malcolmgreaves/rex
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The Implementation is New,
with a focus on scaling to larger data 


than the original
The open-source re-write is ongoing, 


Has made substantial progress


https://github.com/malcolmgreaves/rex


PR's are welcome!



https://github.com/malcolmgreaves/rex





  


Outline of Presentation


● Distant Supervision                     (making training data)


● Pipeline                                       (engineering)


● Text Processing                          (POS, NER, co-reference)


● Candidate Generation                (text to relation mentions)


● Featurization                               (k-Skip n-grams)


● Learning Extractors                     (cost-aware learning)


● Experimental Results and Conclusion


Distant Supervision  | Pipeline | Process | Candidate Gen. | Features | SVM | Experiments
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Overall Approach: Machine Learning


● Do not manually create extraction rules


– Too complex of a task


– Tedious, humans introduce complex biases...


Deterministically extract features from sentences in 
documents


Feed features into a learning algorithm


Give it example extractions for training


Tell the algorithm what is a correct vs. incorrect extraction 
(supervision)
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New Problem:
Where is the Training Data?
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What does the document say?


Ten multinationals from the United States, 
Europe, and Asia are bidding for a high-speed 
tram...


The 10 firms and their Indian partners are in the 
running for the 1.09-billion-dollar project...


New Delhi has 2.2 million vehicles -- double the 
combined vehicular population of Bombay..


According to a recent survey, 400 buses choked 
with passengers crawl on some four-lane 
roads...


Document 55214
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roads...


Can we match these words 
to concepts that we already 
understand?


Document 55214


Will this help us make 
training data for our relation 
extractors?


Distant Supervision  | Pipeline | Process | Candidate Gen. | Features | SVM | Experiments







  


Can we bootstrap from existing 
structured data sources?
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This is Distant Supervision
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Distant Supervision Example


KB


per_title(Jimmy Carter, President)


Knowledge Base – Database of facts


Distant Supervision  | Pipeline | Process | Candidate Gen. | Features | SVM | Experiments







  


Distant Supervision Example


   “President Jimmy Carter pardoned Jefferson Davis.”


KB


per_title(Jimmy Carter, President)


Knowledge Base
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Distant Supervision Example


   “President Jimmy Carter pardoned Jefferson Davis.”


KB


per_title(Jimmy Carter, President)
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Assumptions in Distant Supervision


● If a sentence S has entities Q and A, and there 
exits a record in the knowledge base (R, (Q,A)), 
then S is labeled as an example of R.


– Document Extension: Q and A might be in different 
sentences


History | Distant Supervision  | Pipeline | Candidate | Feature | SVM | Experiments
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Assumptions in Distant Supervision


If a sentence S has entities Q and A, and there 
exits a record in the knowledge base (R, (Q,A)), 
then S is labeled as an example of R.


Document Extension: Q and A might be in different 
sentences


● Some disagreement if this is the best 
assumption


– Alternate: Assume that each relation and entity pair 
is expressed at least once across the corpus
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Distant Supervision


● Semi-supervised learning


– Mixture of labeled and unlabeled data


– Or access to some sort of knowledge


We have organized knowledge bases


Wikipedia info boxes, WikiData, DBPedia, YAGO etc.


Approach


Use knowledge bases to heuristically generate labeled 
data...


Then plug in supervised models on this data and go!
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● Approach
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Distant Labeling Take Away


● Needs KB


● Heuristic labeling process


– Can have errors


– Different assumptions


No costly manual data labeling!


Can use supervised ML algorithms


Works well in practice


Distant Supervision  | Pipeline | Process | Candidate Gen. | Features | SVM | Experiments







  


Distant Labeling Take Away


Needs KB


Heuristic labeling process


Can have errors


Different assumptions


● No costly manual data labeling!


● Can use supervised ML algorithms


● Works well in practice


Distant Supervision  | Pipeline | Process | Candidate Gen. | Features | SVM | Experiments







  


Outline of Presentation


Distant Supervision                     (making training data)


● Pipeline                                       (engineering)


Text Processing                          (POS, NER, co-reference)
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Relation Extraction Pipeline


Two phases
I. Make training data from documents


1.Text processing
2.Candidate Generation and Distant Labeling


3.Featurization


II.Learn and evaluate models from training data
1.Train SVMs


2.Evaluate performance on held-out data
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Phase I
Millions of 
documents


Search


Text
Processing


Q


Featurization


Candidate
Generation &


Distant 
Labeling


Tens-of-
thousands


Tens of 
millions


Hundreds of 
Thousands


Millions of 
Features


Tens of millions 
of Features


Corpus


Training Data
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Outline of Presentation


Distant Supervision                     (making training data)


Pipeline                                            (engineering)


● Text Processing                    (POS,NER, co-reference)


Candidate Generation                      (Prob. Logic)


Featurization                                   (k-Skip n-grams)


Learning Extractors                       (cost-aware SVM)


Experimental Results and Conclusion
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Document Processing


● Document is plain text


Distant Supervision  | Pipeline | Process | Candidate Gen. | Features | SVM | Experiments







  


Document Processing


● Document is plain text


Distant Supervision  | Pipeline | Process | Candidate Gen. | Features | SVM | Experiments


Ten multinationals from the United States , Europe and Asia are bidding for a high-
speed tram project in the Indian capital , which planners say will be the panacea to 
the city 's traffic and environmental problems . Five consortia gathering the 10 firms 
and their Indian partners are in the running for the 1.09-billion-dollar project , which 
comprises nine corridors totalling 167 kilometres -LRB- 104 miles -RRB- , officials 
said . New Delhi has 2.2 million vehicles -- double the combined vehicular 
population of Bombay , Calcutta and Madras -- for a population of 10 million 
people , spewing tonnes of pollutants into the city 's air . According to a recent 
survey , 400 buses choked with passengers crawl on some four-lane roads each 
way at peak hours -- four times the number that could run freely on them . `` All the 
five consortia have been cleared by the evaluation committee . The government , 
with the help of Asian Development Bank and World Bank officials will select one 
these by August 15 , '' an official said . German firm Siemens Ltd. , Matra of 
France , Swedish-Swiss company Asea Brown Boveri , Daewoo Corp. from Korea 
and the Spanish Ansaldo group were among the companies that got the go-ahead 
to make bids . The others are Holzmen-Phillips of Germany , General Electric and 
the Carter-Burges group from the United States , Bombardier of Canada and 
Sofretu of France . 
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Document Processing


● Document is plain text
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● Where do the sentences start?


● Where are the words? Whitespace?


● Word classes? Typing information?


● What do the pronouns refer to? What 
about other nouns?







  


Document Processing


Document is plain text
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Document Processing


Document is plain text


We want more structure
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Document Processing
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● Tokenization


● Part-of-Speech Tagging


● Named Entity Recognition


● Nounphrase Chunking 


● Co-reference Resolution


[Stanford CoreNLP]


[ U. of Arizona Sista]


  Text        Structure







  


Tokenization
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“President Jimmy Carter pardoned Jefferson Davis.”







  


Tokenization
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“President Jimmy Carter pardoned Jefferson Davis.”


Seq(
        “President”, “Jimmy”, “Carter”, 
        “pardoned”, “Jefferson”, “Davis”, 
        “.”
      )







  


Tokenization


● Finds sentence boundaries, groups characters 
into tokens
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Tokenization


Finds sentence boundaries, groups characters 
into tokens


●


Relatively easy problem (solved...)


● CoreNLP implementation is a finite-state 
automaton


– Deterministic, efficient, fast (200k tokens / second)
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Part-of-Speech Tagging


Why do we need to know parts of speech?
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Part-of-Speech Tagging


Scoutmaster: Time flies.
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Boys' Life. Feb 1930, page 48. Published by Boy Scouts of America, Inc. ISSN 0006-8608.
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Smart Scout: You can't. They go too fast.
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Boys' Life. Feb 1930, page 48. Published by Boy Scouts of America, Inc. ISSN 0006-8608.


Verb?







  


Part-of-Speech Tagging


Scoutmaster: Time flies.


Smart Scout: You can't. They go too fast.
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Boys' Life. Feb 1930, page 48. Published by Boy Scouts of America, Inc. ISSN 0006-8608.


Noun?







  


Part-of-Speech Tagging
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Ambiguity of language!







  


POS Tagging


● Disambiguate word meanings


Probabilistic


Maximum entropy model (log-linear 
parameterization)


Flexible “plug-in features”


Has local and non-local features crafted by linguists
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(Toutanova and Manning, EMNLP, 2000)
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Disambiguate word meanings


● Assigns parts-of-speech to each token
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POS Tagging


Disambiguate word meanings


Assigns parts-of-speech to each token


Noun, verb, adjective, adverb, etc.


● CoreNLP implementation is probabilistic


– Maximum entropy model (log-linear 
parameterization)


– Flexible “plug-in features”


– Has local and non-local features crafted by linguists


Distant Supervision  | Pipeline | Process | Candidate Gen. | Features | SVM | Experiments


(Toutanova and Manning, EMNLP, 2000)







  


Named Entity Recognition (NER)
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“President Jimmy Carter pardoned Jefferson Davis.”







  


Named Entity Recognition
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“President Jimmy Carter pardoned Jefferson Davis.”


● Are there entities in this sentence?
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Named Entity Recognition
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“President Jimmy Carter pardoned Jefferson Davis.”


Are there entities in this sentence?


What types of entities?


● Where are they?







  


Named Entity Recognition
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“President Jimmy Carter pardoned Jefferson Davis.”


Are there entities in this sentence?


What types of entities?


Where are they?


● Do they span more than one token?







  


Named Entity Recognition
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“President Jimmy Carter pardoned Jefferson Davis.”


Which tokens refer to person-entities?







  


Named Entity Recognition
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“President Jimmy Carter pardoned Jefferson Davis.”


President
Jimmy
Carter
pardoned
Jefferson
Davis
.


O
PERSON
PERSON
O
PERSON
PERSON
O







  


Named Entity Recognition


● Identifies entity mentions in text


Probabilistic


Conditional Random Field


Graphical structure incorporates naming constraints


Flexible: allows for local & non-local features
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(Finkel, Grenager, and Manning, ACL, 2005)







  


Named Entity Recognition


Identifies entity mentions in text


● Labels token sequences with pre-defined types


– e.g. Person, Organization, Location, Date


Probabilistic


Conditional Random Field


Graphical structure incorporates naming constraints


Flexible: allows for local & non-local features
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(Finkel, Grenager, and Manning, ACL, 2005)







  


Named Entity Recognition


Identifies entity mentions in text


Labels token sequences with pre-defined types


e.g. Person, Organization, Location, Date


● CoreNLP implementation is probabilistic


– Conditional Random Field (CRF)


– Graphical structure incorporates naming constraints


– Flexible: allows for local & non-local features
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Nounphrase Chunking
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● Nounphrase: a phrase or word that acts as a noun


“… New York …” is tokenized into Seq(“New”, “York”)


How are we going to recover Seq(… “New York”, …)?


Most entities of interest align with NE tags


Or, if not recognized entities, are single word


Simple deterministic rule:


Follow the NE tags & ensure same POS tag


      New[LOC] York[LOC] → New York[LOC]
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Nounphrase Chunking


Nounphrase: a phrase or word that acts as a noun


“… New York …” is tokenized into Seq(“New”, “York”)


How are we going to recover Seq(… “New York”, …)?


Most entities of interest align with NE tags


Or, if not recognized entities, are single word
● Simple deterministic rule:


– Follow the NE tags & ensure same POS tag


      New[LOC] York[LOC] → New York[LOC]
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Co-reference Resolution


Who did what?
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Co-reference Resolution


John went to the store.


He bought some milk.


Later, he met up with Jeffery and Sally.


They had a 2% party.


After awhile, he went home.
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Who went home? John or Jeffery?







  


Co-reference Resolution


John went to the store.


He bought some milk.


Later, he met up with Jeffery and Sally.


They had a 2% party.


After awhile, he went home.
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Co-reference resolution is hard.







  


Co-reference Resolution


● Links entities with their ambiguous mentions


– “John went to the store. He bought some milk.”


Deterministic sieve approach


Course-to-fine


Applies a series of different modules


Modules incorporate lexical and syntactic 
information


State-of-the-art system
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(Lee, Peirsman, Chang, Chambers, Surdeanu, and Jurafsky, CoNNL-2011 Shared Task, 2011)







  


Co-reference Resolution


Links entities with their ambiguous mentions


“John went to the store. He bought some milk.”


● CoreNLP implementation is rule-based 
approach


– Course-to-fine module ordering


– Applies a series of different modules


– Each chips-away at the co-reference chains


– Modules incorporate lexical and syntactic 
information
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(Lee, Peirsman, Chang, Chambers, Surdeanu, and Jurafsky, CoNNL-2011 Shared Task, 2011)







  


Outline of Presentation


Distant Supervision                     (making training data)


Pipeline                                       (engineering)


Text Processing                          (POS, NER, co-reference)


● Candidate Generation              (text to relation mentions)


Featurization                               (k-Skip n-grams)


Learning Extractors                     (cost-aware learning)


Experimental Results and Conclusion
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Candidate Generation
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Candidate Generation


● A candidate is a pair of entities in text (Q,A)
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Candidate Generation


A candidate is a pair of entities in text (Q,A)


● They might belong to some relation R
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Candidate Generation


A candidate is a pair of entities in text (Q,A)


They might belong to some relation R


● They might belong to no relation
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Candidate Generation


● Baseline candidate generation is based on the 
distant supervision assumption


– All nounphrase pairs in a sentence are candidates.
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“President Jimmy Carter pardoned Jefferson Davis.”
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(Jimmy Carter, President)
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Candidate Generation


Baseline candidate generation is based on the 
distant supervision assumption


All nounphrase pairs in a sentence are candidates.
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“President Jimmy Carter pardoned Jefferson Davis.”


(President, Jimmy Carter)
(Jimmy Carter, President)
(Jimmy Carter, Jefferson Davis)
(Jefferson Davis, Jimmy Carter)
(Jefferson Davis, President)
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Candidate Generation


Baseline candidate generation is based on the 
distant supervision assumption


All nounphrase pairs in a sentence are candidates.


● Typical Problems:


– Cannot generate pairs from documents


– Generates many pairs!
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All nounphrase pairs in a sentence are candidates.


Typical Problems:
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Document Candidate Generation


● How do we generate candidates for relation 
mentions from a whole document?


Can we simply extend the single-sentence idea 
to cross-sentences?


What if we had an “in” from one sentence to 
another?


What does co-reference resolution give us?
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Document Candidate Generation


How do we generate candidates for relation 
mentions from a whole document?


● Can we build from our simple sentence-based 
candidate generation idea?


What if we had an “in” from one sentence to 
another?
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Document Candidate Generation


How do we generate candidates for relation 
mentions from a whole document?


Can we build from our simple sentence-based 
candidate generation idea?


● What if we had an in from one sentence to 
another?
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Crossing The Sentence Boundary


Gates originally established his reputation as 
the co-founder of Microsoft. 


While at Microsoft, he held the positions of 
chairman, CEO, and chief software architect.
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Crossing The Sentence Boundary


What does co-reference resolution give us?


Distant Supervision  | Pipeline | Process | Candidate Gen. | Features | SVM | Experiments







  


Crossing The Sentence Boundary


Gates originally established his reputation as 
the co-founder of Microsoft.


While at Microsoft, he held the positions of 
chairman, CEO, and chief software architect.


Distant Supervision  | Pipeline | Process | Candidate Gen. | Features | SVM | Experiments







  


Crossing The Sentence Boundary


Gates originally established his reputation as 
the co-founder of Microsoft.


While at Microsoft, he held the positions of 
chairman, CEO, and chief software architect.


Distant Supervision  | Pipeline | Process | Candidate Gen. | Features | SVM | Experiments







  


Crossing The Sentence Boundary


Gates originally established his reputation as 
the co-founder of Microsoft.


While at Microsoft, Gates held the positions of 
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● What if we had this sentence instead?







  


Crossing The Sentence Boundary


Gates originally established his reputation as 
the co-founder of Microsoft.


While at Microsoft, Gates held the positions of 
chairman, CEO, and chief software architect.
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What if we had this sentence instead?


● Use single-sentence candidate generation


  per_title(Gates, chairman)


  per_title(Gates, CEO)


  per_title(Gates, chief_software_architect)







  


Crossing The Sentence Boundary
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Conceptually substitute word across sentences


● Candidate In Document for (Q,A)


– Q is in 


– A is in 







  


Crossing The Sentence Boundary
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Conceptually substitute word across sentences


Candidate In Document for (Q,A)


Q is in 


A is in 


– Two Cases
●


●
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Features


Candidates


Featurization


Training Data
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Features


● Motivating idea: 


– Why not use the text that the candidate came from?


For a candidate (Q,A)


Take n-gram to the left of   {Q,A}


Take n-gram to the right of {A,Q}


Take k-skip n-grams in-between Q and A


If (Q,A) are in different sentences, then take k-
skip n-grams in-between {Q,A} and the referent.
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In a recent interview, Obama talked about his plans after his term ends. 
He said he would enjoy playing basketball, spending time with his 
children, and enjoying the company of Michelle, the president's wife.
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Features


Motivating idea: 


Why not use the text that the candidate came from?


For a candidate (Q,A)


Take n-gram surrounding each Q and A


Take k-skip n-grams in-between Q and A


skip n-grams in-between {Q,A} and the referent.
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In a recent interview, Obama talked about his plans after his term ends. 
He said he would enjoy playing basketball, spending time with his 
children, and enjoying the company of Michelle, the president's wife.


For cross-sentence candidates, compute in-between features with the 
sentence that contains the referent. 







  


n-grams


● A contiguous sequence of n tokens


– Omit punctuation


“Insurgents killed in ongoing fighting.”


Uni-grams: insurgents, killed, in, ongoing, fighting


Bi-grams: insurgents killed, killed in, in ongoing, 
ongoing fighting


Tri-grams: insurgents killed in, killed in ongoing, in 
ongoing fighting
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k-skip n-grams


● Like n-grams, but individual tokens can have at most 
k tokens in-between. Length is exactly n.


“Insurgents killed in ongoing fighting.”


1-skip bi-grams: (all of bi-grams) + insurgents in, killed 
ongoing, in fighting


2-skip bi-grams: (all of bi grams) + (all of 1-skip bi-
grams) + insurgents ongoing, killed fighting


k-skip n-grams are a way to deal with data sparsity 


Useful for long-distance relations
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k-skip n-grams


Like n-grams, but individual tokens can have at most 
k tokens in-between. Length is exactly n.


“Insurgents killed in ongoing fighting.”


1-skip bi-grams: (all of bi-grams) + insurgents in, killed 
ongoing, in fighting


2-skip bi-grams: (all of bi grams) + (all of 1-skip bi-
grams) + insurgents ongoing, killed fighting


● k-skip n-grams are a way to deal with data sparsity 


● Capture long-distance information (token length)
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Outline of Presentation


Distant Supervision                     (making training data)


Pipeline                                       (engineering)


Text Processing                          (POS, NER, co-reference)


Candidate Generation                (text to relation mentions)


Featurization                               (k-Skip n-grams)


● Learning Extractors                  (cost-aware learning)


Experimental Results and Conclusion
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Learning Relation Extractors
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Serious class imbalance problem


# positive examples <<< # negative, non-related


How should we construct our training data set?


Standard cross-validation? 80-20% split?


● How should we adjust our learning to account 
for this bias?







  


Stratified Cross Validation
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Stratified Cross Validation
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Stratified k-fold Cross Validation


Balance Each Partition so that Each One Has 
Equal Proportion of + to - Examples







  


● Classification Problem


– Given a relation candidate, determine if it belongs to 
relation R


– Binary classification
● One classifier per relation (one-vs-all scheme)


Use Support Vetor Machines (SVMs)


Soft SVM formulation


Linear kernel


Cost augmented


Relation Extraction as Learning
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Classification Problem


Given a relation candidate, determine if it belongs to 
relation R


Binary classification


One classifier per relation (one-vs-all scheme)


Use Support Vector Machines (SVMs)


– Linear kernel (tens of millions of features)


– Soft SVM formulation (not linearly separable)


– Cost augmented (counter class imbalance bias)


Relation Extraction as Learning
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Classification Problem


Given a relation candidate, determine if it belongs to 
relation R


Binary classification


One classifier per relation (one-vs-all scheme)


Use Support Vector Machines (SVMs)


Linear kernel


Soft SVM formulation


Cost augmented 


SVMs for Relation Extraction
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Since the overwhelming majority of generated 
candidates do not have a relation label, we 
increase the positive misclassification cost


Support Vector Machine
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Soft-Margin Support Vector Machine
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Since the overwhelming majority of generated 
candidates do not have a relation label, we 
increase the positive misclassification cost


Soft-Margin Support Vector Machine
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Since the overwhelming majority of generated 
candidates do not have a relation label, we 
increase the positive misclassification cost


Cost-Augmented SVM
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● Separate costs for misclassifying positive and 
negative examples:
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Data
● Corpus of newswire documents


– 7,733,089 sentences in 5,726,579 documents


– 78% are single-sentence documents


Targeted search of corpus using 80 queries from the 
TAC-KBP 2012 challenge


193,571 sentences in 10,254 documents


4% are single-sentence documents


Ignore documents with more than 75 sentences


Using 29 relations from TAC-KBP 2012


Used 3,862 facts from past years' assessments as KB
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Relation Types


● Person → Organization


● Person → Person


● Person → Location


● Person → Date


● Person → Other
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Organization → Organization


Organization → Person


Organization → Location


Organization → Date


Organization → Other







  


Real Examples
org_alternate_names (American Bar Association,   
                                      ABA)


org_city_of_headquarters (International Crisis       
                                               Group, Brussels)


    per_employee_of (Jennifer Dunn, IBM)


    per_city_of_death(Irene Kirkaldy, Gloucester)


    per_origin(Steven Derounian, Armenian)
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Evaluation
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Out of all candidate relations that classified 
as positive examples, how many were correct?
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Out of all possible positive examples in the
training data, how many did we find?


Out of all candidate relations that classified 
as positive examples, how many were correct?
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Out of all candidate relations that classified 
as positive examples, how many were correct?


Out of all possible positive examples in the
training data, how many did we find?


Harmonic average of Precision and Recall







  


Evaluation
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Experiment 1:
Large Scale Relation Extraction


● Entire newswire corpus


– Set of 27 relations, ~3 TB of text


Use baseline within-sentence candidate 
generation


Computational constraints to performing co-
reference resolution
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Experiment 1:
Large Scale Relation Extraction
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Micro-Averaged Precision Recall F1


Within-
Sentence


52.02% 37.65% 42.02%







  


Experiment 1:
Large Scale Relation Extraction
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● Search for 80 queries in corpus, collect documents


– Used TAC-KBP 2012 queries


– Set of 37 relations, ~ 10 GB of text


Perform pipeline with co-reference resolution


Generate candidates using:


Within-sentence baseline


ProPPR rules


Both methods


Experiment 2:
In-Depth Candidate Generation
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Search for 80 queries in corpus, collect documents


Used TAC-KBP 2012 queries


Set of 37 relations, ~ 10 GB of text


Perform pipeline with co-reference resolution


● Generate candidates using:


– Within-sentence baseline


– Document-rules


– Both methods


Experiment 2:
In-Depth Candidate Generation
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Experiment 2:
In-Depth Candidate Generation


Precision Recall F1


Within-
Sentence


34.45% 27.13% 29.29%


Document-
Rules


36.35% 28.37% 29.54%


Within-
Sentience + 
Document 


Rules 


38.66% 31.86% 33.15%
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Experiment 2:
In-Depth Candidate Generation
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● Within-sentence candidate generation is good for large 
scale extraction
– Computationally tractable


– Works well when # sentences >> # multi-sentence documents


– Simple methods with lots of data work very well


ProPPR candidate generation is competitive with baseline 
within-sentence method


Holds true when extracting from multi-sentence documents


Suffers from coverage: high per-relation variance is caused by 
labeled data scarcity


Conclusions
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Within-sentence candidate generation is good for large 
scale extraction


Computationally tractable


Works well when # sentences >> # multi-sentence documents


Simple methods with lots of data work very well


● Co-referent based candidate generation is competitive 
with baseline within-sentence method
– Very precise rules


– Suffers from coverage: high per-relation variance is caused by 
labeled data scarcity


Conclusions
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● CoreNLP text processing = good framework


Use n-gram and k-skip n-gram feature sets


Cost-augmented SVM is crucial


ProPPR candidate generation is effective


We made an efficient relation extraction system 
that is competitive with the state-of-the-art


Conclusions


Distant Supervision  | Pipeline | Process | Candidate Gen. | Features | SVM | Experiments







  


CoreNLP text processing = good framework


● Use n-gram and k-skip n-gram feature sets


Cost-augmented SVM is crucial


ProPPR candidate generation is effective


We made an efficient relation extraction system 
that is competitive with the state-of-the-art


Conclusions


Distant Supervision  | Pipeline | Process | Candidate Gen. | Features | SVM | Experiments







  


CoreNLP text processing = good framework


Use n-gram and k-skip n-gram feature sets


● Cost-augmented SVM is crucial


Co-reference resolution based candidate 
generation works really well!


Together, these methods make an efficient 
relation extraction system that is competitive 
with the published state-of-the-art (circa 2014)


Conclusions


Distant Supervision  | Pipeline | Process | Candidate Gen. | Features | SVM | Experiments







  


CoreNLP text processing = good framework


Use n-gram and k-skip n-gram feature sets


Cost-augmented SVM is crucial


● Co-reference resolution based candidate 
generation works really well!


Together, these methods make an efficient 
relation extraction system that is competitive 
with the published state-of-the-art (circa 2014)


Conclusions


Distant Supervision  | Pipeline | Process | Candidate Gen. | Features | SVM | Experiments







  


CoreNLP text processing = good framework


Use n-gram and k-skip n-gram feature sets


Cost-augmented SVM is crucial


Co-reference resolution based candidate 
generation works really well!


● Together, these methods make an efficient 
relation extraction system that is competitive 
with the published state-of-the-art (circa 2014)


Conclusions


Distant Supervision  | Pipeline | Process | Candidate Gen. | Features | SVM | Experiments







  


Questions?
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