
Text_By_the_Bay_2015-Omar_Alonso-Label_Quality.pdf






The views, opinions, positions, or strategies expressed in this talk are mine and 


do not necessarily reflect the official policy or position of Microsoft.























M. Banko and E. Brill. “Scaling to Very Very Large Corpora for Natural Language Disambiguation”, ACL 2001.


A. Halevy, P. Norvig, and F. Pereira. “The Unreasonable Effectiveness of Data”, IEEE Intelligent Systems 2009.


P. Domingos. “A few useful things to know about machine learning”. CACM 2012



























L. von Ahn and L. Dabbish. “Designing games with a purpose”, CACM, 2008.


E. Law and L. von Ahn. Human Computation, Morgan & Claypool Publishers, 2011.



























































O. Alonso. “Implementing crowdsourcing-based relevance experimentation: an industrial perspective". Information Retrieval, 16(2), 2013.







O. Alonso, D. Fetterly, M. Manasse. “Duplicate News Story Detection Revisited”, AIRS 2013.







Sample 


document 


pairs


Build list of 


document 


identifiers 


News


?


Build list of 


valid pairs 


Same 


story


?N


Y


P
h


a
se


 


1 P
h


a
se


 


2


Documents


labeled as


News


Y


N







Source code: http://research.microsoft.com/en-us/downloads/a0200ed2-b0d9-4a9d-9170-bf1b448dcb67/
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Decides how many labels to use on a given HIT based on the distribution of all previously encountered HITs


Uses the aggregate label as an approximate ground truth and eliminates the workers that provide incorrect 
answers
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Quality-cost tradeoff


Exploration -> trying out alternatives to gather information


Exploit -> choosing alternatives that perform well based on information collected


www.facebook.com


www.solarstorms.org


I. Abraham, O. Alonso, V. Kandylas, A. Slivkins. “Adaptive Crowdsourcing Algorithms for the Bandit Survey Problem”. COLT 2013.



http://www.facebook.com/

http://www.solarstorms.org/









Twitter: @elunca










