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u  Real Estate Search 


u  Over	  ~55	  Million	  unique	  monthly	  visits 


u  Largest Real Estate Brand on Mobile and Web 
 
 







Wildfire Threat	  







Earthquake Threat	  







Crime Threat	  











Image Data @Trulia 


u  Trulia has one of the largest collection of Real Estate Photos 


u  ~20000 to 25000 properties added every day 


u  Every month ~720,000 properties, ~9 Million photos 


u  ~2 Million active For Sale properties 


u  ~20 Million active photos 


 
 
 
 







Making sense of Real Estate Photos 







Making sense of Real Estate Photos	  



























Challenges in creating a photo collection 


u  User Generated Content 


u  Use Crowdsourcing 


 
 







User Generated Photo Collections 


	  
slow	  growth	  
expensive	  


content	  gets	  stale	  
	  


Good	  Quality	  







Challenges in creating a photo collection 


u  Exploit recent advances in computer vision with deep learning 


u  Performs pretty well at recognizing scenes 


u  What about attribute recognition 


u  Size – Large Bedroom vs Small Bedroom 


u  Texture – Granite Countertops vs Quartz Countertops 


u  Other Challenges 


u  Occlusion, Absence, recognizing brands, etc 


u  Need lots of training samples per class 


 
 







Image Recognition - Challenges	  


u  Illumina>on	  


u  Rota>on	  


u  Scale	  


u  Viewpoint	  varia>on	  


u  Occlusion	  


u  Scene	  CluCer	  


u  Intra	  Class	  Varia>on	  
	  
	  







Property	  Descrip>on	  
(Text	  Modality)	  


Property	  Photos	  
(Visual	  Modality)	  


Cross	  Modality	  
Knowledge	  Transfer	  







Understanding finer scene details 


	  
	  
Recessed	  Ligh>ng	  
	  
White	  Kitchen	  Cabinets	  
	  
Bay	  Windows	  
	  
Eat-‐in	  Kitchen	  
	  
Island	  Kitchen	  
	  
Hardwood	  Flooring	  







Key Idea 


u  Build a visual model to recognize major scene environments 


u  Deep Convolutional Networks 


u  Build a semantic model based on textual descriptions 


u  Word Embedding's 


u  Knowledge Transfer Between Modalities 


u  Exploit semantic relationships between attributes and scene types to 


transfer knowledge from semantic space to visual space 


u  Zero Shot Learning 
 







Talk Outline 
Next 30 Minutes 







Talk Outline 


u  Deep Learning 


u  Building the visual model 


u  Building the text model 


u  Knowledge Transfer and Zero Shot Learning 


u  Q&A 
 
 







Deep Learning 
Next Big Thing is Here! 







“Deep learning is a set of algorithms in machine 


learning that attempt to model high-level abstractions in 


data by using architectures composed of 


multiple non-linear transformations” 
source	  wikipedia	  







Higher model layers learn deeper intermediate representations 


 
 


Face Recognition Speech Recognition 







“Neural network is like running several logistic regressions at once” 


Pool	  







Images	  
Videos	  
OCR	  
Faces	  


Cap>oning	  
	  


Sen>ment	  Analysis	  
POS	  Tagging	  


Machine	  Transla>on	  
NER	  


Ques>on	  Answering	  
Parsing	  


	  


Speech	  Recogni>on	  
Music	  


Deep	  Learning	  is	  now	  state-‐of-‐the-‐art	  across	  various	  benchmarks	  	  







Impact	  of	  Deep	  Learning	  on	  Speech	  Recogni4on	  







Building the Visual Model 
BoVW, Convolutional Networks and beyond ! 







Image Recognition Pipeline - Before 


Exterior Front Feature Extraction Encoding Prediction 


 
SIFT 


DAISY 
HOG 
GIST 


 


 
Codebooks 


BoVW 
FISHER 
Spatial 


Pyramids 
 







Image Recognition Pipeline -  Now 


Exterior Front Feature Extraction Encoding Prediction 







Bag of Visual Words (BoVW) 







Bag of Visual Words (BoVW) 







A Bag of Visual Words (BoVW) Pipeline 


Feature Extraction Codebook Learning 


Encoding 


Linear Classification 


Non Linear 
Transform 


Histogram of visual words 


Exterior 







BoVW - Drawbacks 


u  Spatial & Color information are not captured effectively 


u  Hand Crafted features 


u  SIFT, BRISK, GIST, DAISY, etc. 


u  Multi Part learning 


u  Loss of information due to suboptimal intermediate representations 







Convolu>onal	  Networks 


u  End to End learning – single differentiable function from raw pixels to class 


probabilities 


u  Convolutional Network comprise of following stages 


u  Convolution 


u  Non Linearity ( ReLu or sigmoid ) 


u  Pooling 


u  Parameter Sharing and Pooling take advantage of local coherence to learn 


invariant features 







Convolutional Networks 


u  Spatial & Color information coded into the architecture 


u  End to End learning – driven by Data 


u  Transfer Learning – Model generalizes across domains 







Training Convolutional Networks 


u  Sample Data 


u  Do a forward pass to get predictions 


u  Back Propagate the errors  


u  Update the weights 


u  Repeat 







Deep Convolutional Networks 


 
 60 Million Parameters 1.2 Million Images 1000 Classes 


BoVW Model: ~0.4 Million Parameters  


7 Layers 


(krizvesky	  et	  al.	  2012)	  







History of Convolutional Networks 



















Image	  Andrej	  Karpathy	  


What	  are	  the	  different	  layers	  learning	  ?	  







 
 


Layer 3 
r 


Layer 2  


Visualizing and Understanding Convolutional 
Networks (Zeiler et al 2013) 







 
 


Layer 5  


Layer 4 







Learning the class models 


u  40 Scene / Object Classes 


u  Non-Linear BoVW Features + Linear SVM 


u  Non-Linear encodings like Fisher 


u  Feature Transformations – Hellinger Kernel 


u  Use pre-trained Convolution Network on Imagenet (Transfer Learning) 


u  Extract features from higher layers – layer 7 


u  One vs All L2 SVM 


u  Mini Batch SGD 







Real Estate Phrases, Word Embedding’s 


Building the Semantic 
Model 







Building a Real Estate Vocabulary 


u  Noisy property descriptions data 


u  spelling errors, abbreviations, synonyms, etc. 


u  What about multi word tokens 


u  Collocations – Statistically Significant Phrases 


u  Which collocations are more specific to real estate 
 
 







What makes a Real Estate Phrase ? 


Phraseness 


“the degree to which a given word sequence is considered to be a phrase” 


 


Informativeness 


“how well a phrase captures the key ideas in a set of documents” – something 


novel and important relative to a domain 
 
 


Tomayiko	  and	  Hurst,	  2003	  







N-Gram Language Models 


Foreground Corpus Background Corpus 







Real Estate-ness of a Phrase 


Pointwise	  KL	  Divergence	  


Phraseness	  


Informa>veness	  


Real	  Estate	  Score	  =	  	  (	  Phraseness	  +	  	  Informa>veness	  )	  	  


Tomayiko	  and	  Hurst,	  2003	  







What words/phrases do we learn	  


Kitchen 
Bedroom 
Bathroom 
Garage 


Fireplace 
Patio 


Appliances 
Tile 
Yard 


Cabinets 
Closet 


Ceilings 
Laundry 


Basement 
Porch 


 
 
 
 
 


 


 


 


Living Room 
Hardwood Floors 


Dining Room 
Master bedroom 
Stainless steel 
Walk in closet 
Counter tops 
Master bath 
Ceramic tile 


Vaulted ceilings 
Granite counters 


Breakfast bar 
Crown molding 
French Doors 


Hardwood Floors 
 
 
 
 
 
 
 
 
 
 
 
 


Cul de sac 
Eat in kitchen 


Open floor plan 
Move in ready 
2 car garage 


Close to shopping 
Hot water heater 


Single family home 
Open floor plan 
In-ground pool 


Plenty of parking 
Lot of windows 


Wood burning fireplace 
Covered front porch 
Built in bookshelves 


 
 
 
 
 
 
 
 
 
 
 







Distributional Semantics 


“You shall know a word by the company it keeps” 


(Harris	  1954;	  Firth,	  1957)	  


…..Kitchen has granite counters, an overabundance of cabinet space, breakfast bar & SS appliances…. 
….& sky lights~formal dining room~kitchen w/corian & center island~undermount lighting…… 
….. Hardwood floors, large custom kitchen with Corian counters and a breakfast bar, gas fireplace … 







Capturing Word co-occurrences 


island	   chandelier	   shower	   …	   fireplace	  


kitchen	   36	   3	   0	   2	  


bathroom	   0	   1	   40	   3	  


…	  


Living	  Room	   0	   16	   0	   47	  


contexts	  


w
or
ds
	  


…..Island Kitchen has granite counters, an overabundance of cabinet space, breakfast bar.. 







Skip Gram Model 


Trained	  with	  Nega>ve	  Sampling	  
Removing	  rare	  words	  
Subsampling	  frequent	  words	  
Dynamic	  Window	  Size	  (10)	  
	  


Mikolov et al 2013 







What does the word vectors capture ? 


u  Attribute to Scene relationships 


u  Near Synonyms 


u  Waterfront, Lakefront, etc. 


u  Spelling Variations or Mistakes 


u  appliances, appls, applncs, etc. 


u  Brands – kohler, dernbracht, grohe, duravit, etc. 


u  Relationships 


u  “cherry” is to “cabinetry” what “silestone” is to “countertops” 
 







Multi Modal Knowledge 
Transfer 
Semantic to Visual Space, Zero Shot Learning  







t-‐SNE	  2D	  Embedding	  of	  learned	  Word	  Vectors	  


t-‐SNE	  Laurens	  van	  der	  maaten	  







t-‐SNE	  2D	  Embedding	  of	  learned	  Word	  Vectors	  


outdoor	  







outdoor	  


t-‐SNE	  2D	  Embedding	  of	  learned	  Word	  Vectors	  







architecture	  


outdoor	  


t-‐SNE	  2D	  Embedding	  of	  learned	  Word	  Vectors	  







t-‐SNE	  2D	  Embedding	  of	  learned	  Word	  Vectors	  







Knowledge Transfer & Zero Shot Learning	  


u  Zero Shot Learning 


u  Learning without examples 


u  Use the visual model to detect major scene environments 


u  Knowledge Transfer 


u  Assign keyphrases in property description to images using the semantic 


space  


kitchen	  


Hardwood	  flooring	  
Granite	  Counters	  
White	  Cabinets	  	  



















Conclusion 


u  Converting unstructured text and images into structured Photo 


collections 


u  Exploit the semantic space learned from text for zero shot learning in 


the visual space 


u  Useful for low resource domains with limited training data and difficult 


visual domains or for bootstrapping 


 


 







Q&A 






